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Executive summary 

This document complements deliverable D4.5 – Release of the Big Data Valuation Component 
version 2. This is the third release of the Data Valuation Component (DVC) following that in 
deliverables D4.2 and D4.4. It is supported by an updated architecture from the one presented in D4.1 
and D4.4 and includes an extension of the data quality assessment, a new data utility assessment 
module, and integrations of results from WP5, including the chance estimators, deanonymisation risk 
analysis and an in-browser application of private set aggregation protocols for the calculation of the 
contextual scores. A version of the software was included in deliverable D6.3 – Personal data trials 
report final version – conducted by NOVA (ex-FNET) [17]. 
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1 Introduction 

This document accompanies the software release of version 2 of the big data valuation component in 
deliverable D4.5. The code is available in the same archive as this document, is stored on the Safe-
DEED git repository, the Safe-DEED Next Cloud and is available on request. 

Our solution considers that the value of data is generated from two main areas: data quality and data 
usability, which are assessed through the lens of the context in which the data will be used. The 
context is set by the user, during a context gathering procedure, based on which the relevant 
components of data quality and data usability are established. 

The tool is trying to maximise the automation degree of all these processes, thus allowing for more in-
depth analyses to support the value of data and a reduction of the time dedicated to the data valuation 
process. 

Since this is a complex problem, the presentation of the results avoids the generation of a single 
aggregate value. Instead, the platform generates a set of scores (for different perspectives and at 
different levels of detail), thus informing the user on the strengths and weaknesses of the dataset they 
are assessing. 

The rest of the document is structured as follows: Section 2 describes the implementation details of the 
Data Valuation Component (DVC), including a description of the sub-components, the class diagram 
of the solution, the data flow between sub-components. Section 3 describes the structure, the 
dependencies and how to run the demonstrator package. Section 4 concludes the document and 
discusses the next steps in the development of the DVC. 

This deliverable represents an updated version of the platform, and it follows D4.2 – Baseline 
prototype for data valuation released in November 2019 [20] and D4.4 – Big Data Valuation 
Component version 1, released in November 2020 [24]. The new features (see Section 2.1) are based 
on the results of the extensive state of the art review of methods for data valuation – deliverable D4.3 
[23], extend the implementation of data quality assessment, and include a brand-new data utility 
assessment module. Additionally, it includes contributions from WP5: chance estimators, 
deanonymisation risk analysis and private set aggregation (PSA). 

2 Implementation of the DVC 

The goal of the DVC is to perform the valuation of a dataset over three aspects: data quality, data 
exploitability and economic value. The current version of the DVC receives a structured dataset, 
together with a context and rules for evaluating data quality, data utility, and the risk of 
deanonymisation (in the case of personal data). It returns three scores which describe the value of the 
data: 

1. a score based on the contextual information provided 

2. a score based on: 

a. quality assessment 

b. utility assessment 

c. deanonymisation risk analysis 

3. the aggregate value of the dataset, currently computed as a mean of the 2 previous scores. 

In addition, the exchange of contextual information and the calculation of the contextual score (point 1 
above) are achieved in a secure manner by implementing PSA protocols. 
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2.1 Updates from the previous version 
The following is a list of the improvements to the Data Valuation Component (DVC) compared to 
version 1 of the platform in deliverable D4.4 [24]. 

1. Improvement of the architecture for the sub-components and the data flow, as well as 
subsequent code refactoring. 

2. Implementation of new data quality metrics, as described in deliverable D4.3 [23]: 

a. Timeliness. It is based on the age of each data point and a decay factor specific to 
each column. 

b. Credibility. 

c. Uniqueness. 

3. Implementation of the new data utility module, which assesses the applicability of the dataset 
to train selected Machine Learning models: clustering, classification, regression. 

4. Integration of the chance estimator developed by RSA as part of the data utility module. 

5. Integration of the deanonymisation risk analysis developed by RSA as part of the privacy 
assessment module. 

6. Integration of PSA protocols provided by KNOW, to achieve secure in-browser contextual 
valuation. 

7. Adaptation of the GUI to each of the new functionalities described before. 

2.2 Architecture 
The DVC comprises the following modules, as illustrated in the data flow diagram in Figure 17. 

1. Data Ingestion Layer (DIL); 

2. Qualitative information extraction and Data Scoring Sub-Component (QDSC); 

3. Automatic Data Analysis and Scoring (ADAS); 

4. Score-to-Value Mapping (S2VM); 

5. Communication and Presentation Layer (CPL). 

The DVC needs to call two additional services: 

• Anonymisation & deanonymisation risk analysis service. 

• PSA service for securely computing contextual scores. 

Figure 19 in Annex explains how all these components (DVC, deanonymisation service, PSA service) 
interact with each other to produce the complete Data Valuation Process. 

2.2.1 Data Ingestion Layer 

DIL represents the entry point of the data to the platform. The data is currently ingested via a GUI, 
where the path to the dataset is specified. The layer detects the data format and performs the suitable 
operations for uploading it. Currently, the only supported formats are CSV and XLS(X), with the 
capacity of choosing a specific datasheet for the latter. 
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Figure 1: DVC - Load the data file 

 

2.2.2 Qualitative Information Extraction and Data Scoring Component 
(QDSC) 

The first stage of the data valuation process directly involves the user, who is required to provide 
information about the context in which to valuate an input dataset. The context valuation is achieved 
through a multi-step questionnaire focusing on the following aspects: 

1. Systems & Economics: Availability & access, Purpose 

2. Legal & Obligations: Data protection, Legal-Terms-Obligations 

3. Data Science: Tools, Format 

4. Data Properties: Data velocity, Data transformations, Data quality, Data age 

5. Business: Frequency of use, Benefits 

2.2.2.1 Systems & Economics 
The first section of the QDSC context establishing process collects information related to two main 
aspects surrounding the system and economics of the input dataset: availability and access of the 
dataset, and a declaration of the purpose of its usage (see Figure 2). 

2.2.2.2 Legal & Obligations 
The content of this section of the QDSC context establishing process is the result of the cooperation 
with our colleagues from WP3. Its objective is to collect the main information with respect to the data 
processing and legal practices concerning the input dataset (see Figure 3). 

2.2.2.3 Data Science 
This section is used to collect information about i) the tools necessary to perform the desired data 
science tasks, and ii) the format of the original data (see Figure 4). 

2.2.2.4 Data Properties 
This section collects information about relevant properties of the dataset, such as velocity, 
transformations, quality, age (see Figure 5). 
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Figure 2: Context establishing process – Step 1 – Systems & Economics 

2.2.2.5 Business 
This is the final QDSC section and establishes the business context for the dataset. It requires 
information about the frequency of use of the input data and the expected benefits for various business 
areas. 

2.2.2.6 Legal & Obligations 
The content of this section of the QDSC context establishing process is the result of the cooperation 
with our colleagues from WP3. Its objective is to collect the main information with respect to the data 
processing and legal practices concerning the input dataset (see Figure 3). 

2.2.2.7 Data Science 
This section is used to collect information about i) the tools necessary to perform the desired data 
science tasks, and ii) the format of the original data (see Figure 4). 

2.2.2.8 Data Properties 
This section collects information about relevant properties of the dataset, such as velocity, 
transformations, quality, age (see Figure 5). 

2.2.2.9 Business 
This is the final QDSC section and establishes the business context for the dataset. It requires 
information about the frequency of use of the input data and the expected benefits for various business 
areas. 
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Figure 3: Context establishing process – Step 2 – Legal & Obligations 
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Figure 4: Context establishing process – Step 3 – Data Science 
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Figure 5: Context establishing process – Step 4 – Data Properties 
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Figure 6: Context establishing process – Step 5 – Business 

 

In the interest of reproducibility of the valuation process, the context is encoded as a JSON file and 
available for download and reuse. Finally, the component computes and returns a context-based score 
(QDSC-score). 

The method for computing this score is inspired by current research on mapping data properties to data 
value [12] or datasheets for datasets [16], both of which are discussed in detail in deliverable D4.3 
[23]. Essentially, there is a mapping between each potential answer to each question in the five steps 
before and a score between 0 and 1. At the end of the form, all the answers are summed up and the 
percentage score with respect to the maximum possible is computed. 
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Figure 7: Snippet of the context-value mappings for Layer 2 - Legal, Terms, Obligations 

2.2.3 Automatic Data Analysis and Scoring (ADAS) 

It starts by preparing the loaded data and performs a set of analytic operations to extract the intrinsic 
properties of the dataset: 

• Data shape (number of lines and columns) and size. 

• Inference of the most plausible data type for each column (string, integer, float, datetime, etc.). 

• The profile of each field: 

o missing values (percentage of missing values per column, using default markers – i.e., 
NULL, NA, nan, etc.). 

o distribution of the data from each field (histogram of the distribution of the possible 
values in each column). 

2.2.3.1 Data quality assessment 
Based on the information extracted about the structure of the dataset, the ADAS then initiates a multi-
step process for collecting any data quality rules applicable to each of the columns of the dataset. The 
current version of the component performs data quality assessment using the following data quality 
measures: 

• Completeness. Defined as the percentage of missing values or equivalent. The user has the 
option to define what values should be considered as missing values. By default, values of 
NaN, nan, None, NA or empty strings qualify as such. 
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• Domain validity. Defined as the percentage of values in a user-defined range / domain. If no 
such range is specified, all values are interpreted as valid. 

 
Figure 8: Domain validity assessment. Enumerate the possible values that can appear in each 

column where a domain rule applies. 

• Format validity. Defined as the % of values that respect specific user-defined formatting 
rules. These rules follow a specific grammar: datetimes or regular expressions. 

 
Figure 9: Format validity assessment. Enumerate both the rule type and the rule itself for each 

column for which a format check will be performed. 
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• Uniqueness. Defined as the % of non-duplicate values, with respect to a subset of columns. 

 
Figure 10: Uniqueness assessment. Enumerate the subset of columns over which the uniqueness 

of a data point will be checked. 

• Credibility. Defined as the percentage of values different from user-defined default values. If 
no such values are defined, all values will be considered credible. 

• Timeliness. Defined by the following formula [11][23]: 
𝑇𝑖𝑚𝑒𝑙𝑖𝑛𝑒𝑠𝑠 = 	 𝑒!	($%&&'()	)*+',)-+.!-&&*/-0	)*+',)-+.)×3'$-4	5-$)6& 	

Records are compared to a reference column representing the arrival timestamp of the record. 
This is moderated by a decay factor, representing the rate at which the data in each column is 
aging. Both the reference column and the decay factor for each column are user-defined. 

 
Figure 11: Timeliness assessment. For each column, define both a time reference column and a 

decay factor. 

Just like in the case of contexts, in the interest of reproducibility, the data quality rules are encoded as 
a JSON file and available for download and reuse. 

Next, the ADAS uses the loaded data and performs the data quality assessment against the provided 
quality rules. Quality scores are subsequently computed for each data quality dimension, which are 
finally aggregated (as a mean) into an ADAS-score. 
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This employs a classic DQA framework, where each selected quality dimension is supported by one or 
several quality metrics [5][8]. For more details, please refer to the extended review of Data Quality 
Assessment methods in Section 4 of deliverable D4.3 [23]. 

Once the user has parametrised the rules for the data quality metrics (DQD) corresponding to each 
column, our method checks the compliance of each column against the rule that applies to it. The 
result is a score between 0 and 1 for each column and each DQM. The scores are first aggregated over 
all columns [11][13] to obtain a data set level score for each of the six DQMs; these scores are then 
averaged (with equal weights) to obtain the Data Quality Score. 

2.2.3.2 Data utility assessment 
This module allows the user to assess the suitability of the dataset for training machine learning 
models for classification, regression, and clustering. In this version, the module allows for the 
instantiation of out of the box algorithms implemented in the scikit-learn library1: 

• Regression: Ridge Regression. 

• Classification: SGD Classifier. 

• Clustering: MeanShift, KMeans. 

 
Figure 12: Data utility assessment - Classification. Define the configuration for training a 

classification algorithm with the input dataset. 

The utility score is produced by evaluating the performance of the model on the training sample using 
the following measures: 

• Regression and Classification: R2 score. 

• Clustering: Calinsky-Harabasz, Davies-Bouldin and Silhouette scores. 

Additionally, the classification assessment includes the implementation of RSA’s chance estimator 
[20], which gives a measure of how likely it is for the result of a trained classifier to be attributed to 

 
1 https://scikit-learn.org/stable/index.html 
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chance. This result is particularly interesting since it is calculated irrespective of the type of 
classification algorithm and can potentially be extended to regression [21]. 

The Data Utility Score is calculated as an average of the evaluation scores, depending on the number 
of ML algorithms included in the assessment. 

2.2.3.3 Deanonymisation risk analysis 
Deanonymisation risk analysis represents an initial attempt to in privacy as a dimension of data value. 
The tool developed by our WP5 partners at RSA is the first to be integrated within the privacy 
assessment module of the DVC, allowing for the quantification of the risk associated to the 
deanonymisation of sensitive columns. Thus, users are asked to choose: 

• A value for k for the application of the k-anonymisation algorithm. This will be between 2 and 
the number of columns in the dataset. Leaving any side of the interval empty will force the use 
of the default min/max values for k. 

• A subset of columns from the dataset, which will be considered as quasi-identifiers (QIs), 
when applying k-anonymisation. 

• An acceptable range of values (0 – 100) for the risk of the data to be de-anonymised. Leaving 
any sides of the interval empty will force the use of the min/max value for the risk. 

 
Figure 13: Deanonymisation risk analysis. Setup involves: the choice of k (for applying k-

anonymisation), the choice of QIs and a range of values for the acceptable level of risk. 

The result is the set of all possible combinations of QIs and their corresponding risk within the user-
defined range. The user is then asked to choose the combination of QIs most suitable to the context. 
This choice can be made with respect to both the desired subset of QIs to use in the k-anonymisation 
and the (accepted) risk associated to these; the latter becomes the privacy assessment score. 
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Figure 14: Deanonymisation risk analysis. Select an anonymisation configuration, based on the 

desired subset of QIs and their corresponding risk. 

Finally, the 3 previous scores (aggregated Data Quality Score, aggregated Data Utility Score, privacy 
assessment score) are aggregated in the ADAS-score, as an equally weighted average. 

2.2.4 Score-to-Value Mapping (S2VM) 

Using the two previous scores (QDSC-score and ADAS-score), this component aggregates them into a 
final score (as an average) – the data value [11]. While this method is still simplistic, it validates the 
full data flow through the component and leaves the door open for the addition of economic models 
for data valuation, which will be integrated for the final version of the DVC. 

 
Figure 15: The structure of the aggregation of various metrics and scores in the DVC. 

2.2.5 Communication and Presentation Layer (CPL) 

This layer acts as an interface to report the results of the data valuation process. In an integrated GUI, 
it displays the following (see Figure 16): 

• The QDSC and ADAS scores, together with a 3-colors code. 

• The aggregated value of the dataset, together with a 3-colors code. 

• A report of the dataset profile, available both as part of the GUI (HTML), as well as in PDF 
format. 
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Figure 16: DVC - Output scores and colour codes 

 

2.3 Data flow 
The DVC input/output structure is given below, together with the data flow diagram (Figure 17) for 
the entire component. 

Input: 

• A dataset (or a snapshot thereof) (only CSV and XLS(X) currently supported). Future versions 
will include support for semi-structured datasets (XML, JSON). 

• User provided context. 

• User defined data quality rules. 

• User provided parametrisations of ML algorithms to be trained with the dataset 

Output: 

• A set of scores, which evaluate the input dataset from three perspectives: contextual data 
valuation, data quality assessment, aggregated data value. 

• A set of reports based on the analysis of the intrinsic properties of the dataset (format, shape, 
data types, missing values, duplicates). 

• Additionally, both user-provided context and user-defined data quality rules are stored and 
exchanged as JSON files. 
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Figure 17: Data flow diagram (DFD) for the Data Valuation Component (DVC) 

3 Deliverable details 

3.1 Package structure 
The structure of the package that forms deliverable D4.5 is depicted in Figure 18. 

  

Figure 18: Structure of the repository (left) and of the Flask templates for the GUI (right) 

3.2 Library requirements 
The current version of the prototype was developed using Python 3.7, runs as a Flask web app and 
requires the libraries enumerated in the file requirements.txt, included in the deliverable. At this stage, 
there are no particular requirements with respect to the operating system. Below we give a summary of 
the most important libraries necessary to run the DVC. 

flask=1.1.2 

flask-cors=3.0.10 

matplotlib=3.3.1 

numpy=1.19.1 

pandas=1.1.1 

pandas-profiling=2.9.0 

scikit-learn=0.24.2

Additionally, the DVC interacts with the following versions of the libraries provided by WP5: 

PSA=2.1.3 (NodeJS) prioprivacy=0.1.8 (Springboot)



3.3 Running the DVC 
This section describes how to run the current DVC prototype. This is more straightforward and 
requires less technical expertise than the previous version in D4.2 [20]. 

0. Make sure that all prerequisite libraries in requirements.txt are properly installed. 
1. Unzip the file in the same archive or download the DVC package from the Safe-DEED Git 

repository. 
2. Open a terminal window 
3. Navigate to the DVC project folder and run the following command: 

> python3 lib/dvc_app.py 

4 Conclusions 

Deliverable D4.5 represents version 2 of the Data Valuation Component, a major improvement from 
the previous version in D4.4 [24]. The implementation is based on our research on context 
formalisation (see Section Error! Reference source not found.), methods for data valuation [23] and 
includes a module for assessing legal, ethical and privacy issues (see Section 2.2.2.5). The data 
valuation process incorporates modules for data quality assessment, ML utility assessment, 
deanonymisation risk analysis and relies on PSA protocols for the secure exchange of contextual 
information. 

4.1 Safe-DEED Personal data demonstrators 

A strategic decision was taken in the project to implement two versions of the demonstrator: 

1. The first version is fully functional aiming at being used within the professional community 
building actions. This demonstrator version is characterised as confidential according to the 
project DoA. 

2. The second version is used to address the wide audience through the project web site. This 
demonstrator version is public and is implemented beyond the DoA requirements. It exposes 
the complete functionality with all the confidential demonstrator scenarios and datasets to the 
wide community, but users are not able to upload their own data due to security reasons. 

The DVC was incorporated in both demonstrators, documented in deliverables D6.2 and D6.3 [17]. 
Several dissemination activities conducted by NOVA were successful in gathering important user 
feedback on the different Safe-DEED tools, including the DVC. Among them, we mention 

• Internal NOVA workshop based on the content from the demonstrators, involving 
professionals from various business areas (marketing, product development, analysis 
departments). 

• Interviews with external professionals, working in various industries (consultancy, 
pharmaceutical, IT). 

• Participation in the Horizon 2020 ReachOut project2, in which external beta testers interacted 
with the Safe-DEED tools, following definition of testing scenarios. 

4.2 Exploitation plan 

EUT plans to continue developing the DVC in the form of a data valuation platform. This platform 
will be implemented as a SaaS, with 2 deployment options currently contemplated: 

1. A remote data valuation platform, hosted by EUT or 
2. A downloadable solution, that an interested company can install and use within their premises. 

 
2 https://www.reachout-project.eu/  
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The platform was already included in the Horizon Results Booster3 program, during which it received 
valuable guidance about the exploitation possibilities of the Data Valuation Platform, improvement of 
the maturity of the solution and started the development of a business plan. 

Following these sessions, we were able to outline an exploitation roadmap for the near and mid-term 
future: 

1. Implementation of the new UI/UX. This will make the project more marketable and encourage 
user adoption. 

2. Implementation of the backend in a production-like environment. This will need to balance 
hosting costs and scaling necessities, which we assume will dramatically increase with user 
adoption. 

3. Deciding on the licensing model, specific to each of the deployment scenarios. 
4. Finding the initial user base (early adopters) for in-depth usage of the platform. 

4.3 Next steps 

Expanding on the points presented in the exploitation plan, here is a list of the next planned 
developments for the near future. 

1. Improve the user interface and user experience of the platform. We have already started the 
working on a new and appealing UI/UX. These are meant to build a visual identity of the 
platform, improve the context gathering experience, speed up the user interaction for the data 
quality assessment process and present the results in a more intuitive, actionable way. 

2. Extend the capabilities of the current data quality dimensions. For example, in the case of 
format validity, we plan to extend its use to allow for additional types of rules beyond the ones 
currently supported (string regex and datetime). 

3. ML utility is currently evaluated against a small number of representative algorithms. A 
natural extension is to either 

a. expand the list of algorithms that a user can choose to include in the assessment or  
b. to offer a user the possibility to upload custom ML models and corresponding metrics. 

4. Aggregate measures. Improve the currently basic aggregate measures by using economic 
models for data value, which make use of the declared context. 

Finally, the success of the Data Valuation Platform is dependent on a continuous research effort. We 
have outlined the main research directions and their impact on the improvement of the DVC: 

1. Integrating economic methods for mapping data properties to an economic estimate of the 
value of data. These could also lead to an improvement of the current aggregate measures, by 
assigning weights according to contextual information. 

2. Developing recommender systems for contexts and data sets. In this scenario – which would 
be very suited for data markets – we rely on the contextual information, as well as the data 
quality and usability parameters to: 

a. Recommend a dataset to a user that provides a “valuable context” 
b. Recommend a context and a potential “buyer” for any dataset, based exclusively on its 

data quality and data usability assessments. 
3. Develop an improved data usability assessment, by creating underlying ontologies of data uses 

and data value [2] [3]. 
4. Include measures of algorithmic fairness and trust. 
5. Expand the capabilities of the privacy assessment module, operationalising the results of 

theoretical and empirical research on the economics of privacy [1]. 

 

 
3 https://www.horizonresultsbooster.eu 
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6 Annex 

 
Figure 19: Complete architecture of the Data Valuation Process. It includes the Data Valuation 

Component, the Deanonymisation service and the PSA service. 


